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Introduction

Heart disease is a prevalent health issue, and
early detection can significantly improve patient
outcomes. Our project aims to develop a deep
learning system for predicting heart disease from
heart sound recordings. Traditional imaging
techniques like MRI and CT scans can be time-
consuming and resource-intensive. Our project
leverages the power of deep learning to analyze
heart sound recordings, providing a faster and
more accessible alternative for initial screening.

Advanced Models

To further enhance the performance of our heart disease prediction
system, we explored advanced deep learning architectures like
Residual Networks (RESNETs) and Multiscale CNN. RESNETs allow
more effective training of deeper models. Multiscale CNN enhance
the model's ability to learn relevant patterns in the heart sound data.

Conventional ML
Conventional ML approaches were explored as a baseline for heart
disease prediction. We trained models like Logistic Regression,
Support Vector Machines, and Random Forests on a combination of
audio features and patient metadata. These features included Mel-
Frequency Cepstral Coefficients (MFCCs), chromatograms, mel-
spectrograms, and patient demographics.

Methodology

Our methodology involves three main components: data
preprocessing, conventional machine learning, and deep learning
experiments. The dataset used is the CirCor DigiScope
Phonocardiogram dataset, which contains totaling 33.5 hours of
audio data. We employed various techniques to preprocess the data,
including filtering, thresholding, and data augmentation. For
conventional ML, we explored algorithms like Logistic Regression,
and SVM, trained on audio features and patient metadata.

Preprocessing

There are several preprocess
together with data transformation.
Pre-filtering involved removing
portions of the audio that did not
contain heartbeats. Cutting off
frequencies above 450Hz to focus
on the relevant frequency range.
Subseting of the audio with
different durations can increase
the diversity of the training data.

DL Experiments

Deep learning techniques were extensively explored for this project,
including Multilayer Perceptrons (MLPs), Convolutional Neural
Networks (CNNs), Recurrent Neural Networks (RNNs), and
ensemble models. We experimented with various architectures and
input representations, such as 1D-CNNs on MFCCs, MLPs, and
CNNs on concatenated features (chromatograms, mel-
spectrograms, MFCCs, and patient data), and 2D-CNNs on mel-
spectrograms. Additionally, we investigated advanced models like
multiscale CNNs and Conv-RNNs, which combine the strengths of
convolutional and recurrent layers for analyzing sequential data.

Results

The best-performing model was an ensemble approach that
combined multiple MLPs trained on different feature representations,
achieving a test accuracy of around 66%. Also, a CNN model trained
on concatenated features achieved a test accuracy of 64.22%.

Future Works

There are several avenues for further improvement and future work.
One key area is the exploration of alternative feature
representations, such as the Wavelet Scattering Transform (WST),
which has shown potential for better representation of time-series
data like heart sound recordings.
Additionally, we plan to conduct more extensive hyperparameter
tuning and optimization for our DL models.


